Scale Separation between Electron and Ion Thermal Transport
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Nonlinear gyrokinetic simulations of microturbulence simultaneously driven by electron temperature gradient modes, trapped electron modes, and ion temperature gradient modes are presented, covering both electron and ion spatiotemporal scales self-consistently. It is found that, for realistic ion heat (and particle) flux levels and in the presence of unstable electron temperature gradient modes, there tends to be a scale separation between electron and ion thermal transport. In contrast to the latter, the former may exhibit substantial or even dominant high-wave-number contributions.
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Usually, turbulent transport in magnetic fusion devices is thought to be carried mainly by long-wavelength modes with \( k_\perp \rho_s \sim 0.2 \). Here \( k_\perp \) is the perpendicular wave number and \( \rho_s = c_s/\Omega_i \), where \( c_s = \sqrt{T_e/\rho_i} \) is the ion sound speed and \( \Omega_i \) the ion Larmor frequency. In this context, the main agents driving turbulent fluctuations in the core region are considered to be ion temperature gradient (ITG) modes and trapped electron modes (TEMs), while, in the edge region, other microinstabilities such as electron drift waves or resistive ballooning modes can also contribute [1]. However, there is strong experimental evidence that this standard paradigm cannot capture the behavior of heat transport in the electron channel in a number of important situations. These include, in particular, plasmas with internal or edge transport barriers. Here the question arises which mechanism sets the residual anomalous electron thermal transport level inside a barrier, assuming that the turbulence at long wavelengths is suppressed by equilibrium \( E \times B \) shear flows and that the ions are basically neoclassical [2–4]. Moreover, discharges with strong electron heating may also exhibit a decoupling of ion and electron heat transport which is best explained in terms of scale separation. For example, in recent DIII-D experiments, it was found that, by adding electron cyclotron resonance heating, the long-wavelength dynamics (density fluctuation level) and the ion heat flux remain more or less unchanged, while the short-wavelength dynamics at \( k_\perp \rho_s \sim 4–10 \) is strongly enhanced, accompanied by a substantial increase in the electron thermal diffusivity [5]. Thus, theory and simulation are confronted with assessing the role of the spectral region \( k_\perp \rho_s \gg 0.2 \), in particular, for electron thermal transport.

Early gyrokinetic simulations of electron temperature gradient (ETG) turbulence—working mostly (although not exclusively) with the adiabatic ion approximation and neglecting magnetic trapping—indicated that, despite their small spatiotemporal scales, ETG modes can induce electron thermal diffusivities, which clearly exceed naive expectations—\( \chi_e \gg \rho_i^2 v_{te}/L_{Te} \), where \( \rho_i \) is the electron thermal gyroradius, \( v_{te} \) is the electron thermal velocity, and \( L_{Te} \) is the electron temperature gradient scale length [6–8]. Thus, ETG turbulence has become a serious candidate for explaining experimental findings like the ones described above. In follow-up gyrokinetic work including magnetic trapping, this basic scenario was confirmed, but it also became clear that it is sometimes hard to find saturation in adiabatic ion models [9–12]. Moreover, one is even led to question the validity of the resulting framework, since in the long-wavelength limit, ETG modes often transition smoothly into TEMs, which in turn extend down to the usual ion scales. However, these modes are not treated correctly in the adiabatic ion approximation—and ITG modes are excluded altogether. Consequently, what is really called for are nonlinear gyrokinetic simulations in which both electron and ion spatiotemporal scales are covered self-consistently. Pioneering work along those lines was reported in Ref. [13], employing edgellike parameters and finding that ETG-induced electron thermal transport is capable of setting a base level in the \( H \)-mode pedestal region. Recently, there have been similar studies for core parameters, on the other hand, exhibiting only small relative high-\( k \) contributions [14]. As we shall see below, the low-\( k \) drive in these simulations has been unrealistically strong, however. In contrast to that, our results will show that, for realistic ion heat (and particle) flux levels and in the presence of unstable ETG modes, there tends to be a scale separation between electron and ion thermal transport; i.e., the former may exhibit substantial or even dominant high-\( k \) contributions.

The present work is based on massively parallel simulations with the gyrokinetic turbulence code GENE [6,15]. Although GENE is able to treat magnetic field fluctuations and collisions, these effects are neglected for simplicity here. Moreover, all simulations in this Letter are performed in \( \tilde{\alpha} = \alpha \) geometry, with \( \alpha = 0 \). Most physical parameters correspond to the so-called cyclone base case (CBC) [16]; i.e., we employ \( q = 1.4, \tilde{\alpha} = 0.8, \epsilon = r/R = 0.18, n_i/n_e = 1, \) and \( T_i/T_e = 1 \). The density and temperature gradients deviate from the CBC, however, and will be stated on a case-by-case basis. The perpendicular box
size is chosen to be \((L_x, L_y) = (64\rho_s, 64\rho_s)\), and we use 768 \times 384 \times 16 grid points in the radial, binormal, and parallel direction, respectively, as well as 32 \times 8 grid points in \((v_y, \nu)\) space. Two particle species (ions and electrons) are kept, both of them fully gyrokinetic. Since the computational effort roughly scales like \((m_i/m_e)^{3/2}\) (due to scale separation in \(x, y,\) and \(t\)), we will work with a reduced mass ratio of \(m_i/m_e = 400\); still, each simulation requires of the order of 100,000 CPUs.

In a first run, we choose \(R/L_{T_i} = R/L_T = 6.9\) and \(R/L_n = 2.2\), in line with the nominal CBC values. The resulting \(k_y\) spectra of the linear growth rates and real frequencies are shown in Fig. 1 as the curves with the label (a). Up to a binormal wave number of \(k_y\rho_s \sim 0.4\), ITG modes (identified via the sign of the real frequency) dominate, whereas at smaller scales, TEMs have the largest growth rate, smoothly transitioning into ETG modes at \(k_y\rho_s \sim 1\).

Corresponding nonlinear simulation results are shown in Figs. 2 and 3. While a first glimpse at a snapshot of the electrostatic potential on the low-field side shown in Fig. 2 suggests that the large-scale ITG dynamics dominates, a filtered image reveals that short-wavelength structures co-exist with the large-scale vortices. In order to assess the contribution of these strongly distorted ETG streamers to the overall (electron) heat transport, time-averaged spectra of the ion and electron thermal diffusivities are presented in units of \(\chi_{eg} = c_s^2/g_B\) in Fig. 3, using a somewhat unconventional but helpful way to display the data. While the usual log-log plots can be misleading since the area underneath a curve has no direct physical meaning, plotting \(k_y \chi(k_y)\) vs \(k_y\) on a log-lin scale circumvents this problem. In contrast to pure ITG or TEM simulations (with ETG modes linearly stable), where both thermal diffusivity spectra tend to peak at \(k_y\rho_s \sim 0.2\) and fall off quickly with \(k_y\), a relatively small but finite fraction of 10.5% of the total \(\chi_e\) \([\sim 8.1\chi_{eg}]\) originates at \(k_y\rho_s > 1\). This is in good agreement with simulation results presented in Ref. [12], where a high-\(k\) contribution of 13.8% has been found using the same physical parameters.

In order to correctly interpret these findings, it is necessary to compare the above quantities with the experimental ones, using the plasma parameters underlying the CBC values employed here. This way, one finds that the ion thermal diffusivity obtained from the simulation \(\chi_i^{\text{sim}} \approx 23.7\chi_{eg}\) exceeds the experimentally determined value of \(\chi_i^{\text{exp}} \approx 0.36\chi_{eg}\) [16] by almost 2 orders of magnitude. The most likely reason for this dramatic difference is that the normalized ion temperature gradient \(R/L_{T_i}\)---on which ITG turbulence depends very strongly but whose extraction from experimental temperature profile data is usually difficult---has been chosen somewhat too large.

This motivates us to perform a second simulation with the same parameters as before except for \(R/L_n = 0\) and \(R/L_{T_i} = 5.5\), which is still about 10% above the linear ITG threshold of \(R/L_{T_i}^{\text{crit}} = 5.0\). By using these new parameters, one obtains the linear growth rates and real frequencies shown in Fig. 1 as the curves with the label (b). Now a combined trapped electron and ETG mode dominates over (almost) the entire \(k_y\) range, but an ITG mode coexists in the low-\(k_y\) region (up to \(k_y\rho_s \sim 0.5\)), exhibiting a growth rate which is roughly comparable to that of the TEM.

Nonlinearly, one finds that for \(k_y\rho_s \sim 1\) the turbulence displays a clear ITG-type character, whereas for larger
wave numbers, it is ETG-like. This statement is based, among other things, on comparisons of nonlinear frequencies and cross phases [see Fig. 4(b)] with the respective linear quantities. Furthermore, snapshots of the electrostatic potential look quite similar to those shown in Fig. 2. However, thermal diffusivities and the corresponding \( k_y \) spectra change dramatically. Most importantly, the ion thermal diffusivity drops by almost 1 order of magnitude, reaching a value of \( \chi_i \sim 2.9 \chi_{EB} \). While the corresponding \( k_y \) spectrum remains qualitatively unchanged, except for a slight shift of the transport peak to higher wave numbers. In addition, the total electron thermal diffusivity is decreased by a similar factor, reaching \( \chi_e \sim 0.8 \chi_{EB} \). This change is mainly due to the large ITG-dominated scales (which exhibit a significant \( \chi_e \) component) and less pronounced at high \( k_y \). In the latter regime, the cross phase between \( \phi \) and \( T_{e \perp} \) (these quantities are considered since it turns out that most of the electron thermal transport is carried by the term \( \langle T_{e \perp} v_{Ee} \rangle \)) reaches values close to \( \pi/2 \) for \( 2 \leq k_y \rho_i \leq 5 \) [cf. Figs. 4(a) and 4(b)], thus more or less compensating the amplitude reduction. Consequently, the high-\( k \) fraction increases substantially as can be observed in Fig. 5. Now more than 50% of the electron thermal transport originates from wave numbers with \( k_y \rho_i > 0.5 \), which is completely different from pure ITG or TEM turbulence simulations (with ETG modes being linearly stable), where typically less than 10% is carried by modes in this range. Therefore, the present case—which might be interpreted as a plasma with strong electron heating—is subject to a scale separation between the ion and electron heat fluxes. While the ion channel displays only contributions from \( k_y \rho_i < 1 \), the electron channel may exhibit substantial high-\( k \) contributions driven by ETG modes.

Since the simulation results obviously depend very strongly on \( R/L_T \), we also perform a simulation in which just TEMs and ETG modes are driving the turbulence. This may happen, e.g., in plasmas with dominant electron heating, relatively high beta values, substantial equilibrium \( \mathbf{E} \times \mathbf{B} \) shear, or internal transport barriers. The profile gradients for this simulation are chosen to be \( R/L_T = 6.9 \) and \( R/L_T = R/L_n = 0 \). In this context, it might be useful to note that the choice of \( R/L_T \) should not matter too much, as long as ITG modes are (linearly and also nonlinearly) clearly subdominant, and that \( R/L_n \) should be chosen small enough, such that the TEM is \( \nabla T_e \)-driven, not \( \nabla n \)-driven (in the latter case, one would obtain large outward particle fluxes, which are usually hard to reconcile with experimental conditions).

The respective linear properties are presented in Fig. 1 as the curves with the label (c). Whereas in the high-\( k \) part of the spectra, there is no qualitative change, the \( k_y \rho_i < 1 \) range is now dominated by TEMs, of course. Both modes transition into each other smoothly; i.e., they belong to the same root, and there is no jump in the real frequency. The nonlinear simulation reveals a completely different behavior compared to that with low-\( k \) ITG turbulence. Instead of isotropic vortices, the contour plots of the electrostatic potential exhibit radially elongated structures with a multitude of different length scales, as can be seen in Fig. 6. This

![FIG. 4 (color online). Cross phases between electrostatic potential and perpendicular electron temperature against phase angle \( \alpha \) and binormal wave number \( k_y \) for (a) \( R/L_T = R/L_T = 6.9 \) and \( R/L_n = 2.2 \), (b) \( R/L_T = 5.5 \), \( R/L_T = 6.9 \), and \( R/L_n = 0 \), and (c) \( R/L_T = 0 \), \( R/L_T = 6.9 \), and \( R/L_n = 0 \).](image)

![FIG. 5. \( k_y \) spectra of the time-averaged ion (left) and electron (right) thermal fluxes for \( R/L_n = 0 \), \( R/L_T = 5.5 \), and \( R/L_T = 6.9 \). For these parameters, a scale separation between both channels is observed.](image)

![FIG. 6 (color online). Potential contour at the low-field side for \( R/L_T = 0 \) and \( R/L_T = 6.9 \) and the same contour neglecting all modes \( k_y \rho_i < 2 \).](image)
streamerlike behavior is in line with previous (pure) ETG and TEM simulations [6,15]. A comparison of the filtered images in Figs. 2 and 6 suggests that the medium-\(k\) and high-\(k\) fluctuations are less affected by the large-scale fluctuations than in the ITG case. This statement is supported by the good agreement of the electron thermal diffusivities in simulations restricted to \(k_y > 1\) [8] and in the current multiscale simulation, evaluated at \(k_y > 1\). The corresponding \(k_y\) spectrum is shown in Fig. 7. In contrast to pure TEM or ETG turbulence simulations, where one finds that the transport spectra are usually localized in fairly narrow regions of \(k_y\) space (see, e.g., Fig. 7 and Ref. [8]), here a wide range of modes contributes significantly to the overall thermal diffusivity of \(\chi \sim 8.82\chi_{E}\). About 30\% of the transport is driven in the “classical” TEM range \(k_y < 0.5\). The remaining high-\(k\) contribution can be divided into a TEM-ETG turbulence region up to \(k_y < 2\) (at this point, the trapped electron bounce frequency matches approximately the mode frequency) and an ETG region at \(k_y > 2\). The thermal transport fraction produced in the latter region is almost equal to that of the low-\(k\) region, namely, about 30\%. However, the electron thermal diffusivity of the present TEM-ETG turbulence simulation is higher compared to the heat diffusivity gained with \(R/L_f = 5.5\), thus diverging from experimental values [10] again. One reason for this behavior is that the cross phases between \(\phi\) and \(T_{e,\perp}\) get close to \(\pi/2\) over a wide region in \(k_y\) space, as can be seen in Fig. 4(c), leading to an increased transport level at intermediate and high wave numbers. Obviously, this scenario deviates fundamentally from the ITG-TEM-ETG case where nonlinearly ITG features dominate up to \(k_y \sim 1\), thus wiping out the intermediate-scale TEM dynamics and also reducing the ETG fluctuations. This can be viewed as a violation of the superposition principle in plasma microroturbulence. Different types of modes or turbulence, in general, should not be seen as additive but rather as competitive, as suggested, e.g., in the theoretical work by Itoh and co-workers [17–19].

In conclusion, we have shown in this Letter by means of nonlinear gyrokinetic simulations covering both electron and ion spatiotemporal scales self-consistently that, for realistic ion heat (and particle) flux levels and in the presence of unstable ETG modes, there tends to be a scale separation between electron and ion thermal transport. In contrast to the latter, the former may exhibit substantial or even dominant high-wave-number contributions carried by ETG modes and short-wavelength TEMs which are only relevant nonlinearly if ETG modes are unstable. Thus, ETG modes can influence the transport spectrum over a surprisingly wide range, down to \(k_y \sim 0.5\) in the cases studied here. This effect can be further enhanced in situations where ITG modes are subdominant or (nonlinearly) stable like, e.g., in plasmas with dominant electron heating, relatively high beta values, substantial equilibrium \(E \times B\) shear, or internal transport barriers. Here the long-wavelength ITG contributions to the total heat flux can be small or even negligible—as has been shown in many previous studies—and the high-wave-number TEM and ETG contributions will be even more pronounced. Simulations for specific fusion devices with more complete physics are left for future work.
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